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Abstract

The structure functions of real and virtual photons are derived from cross section measurements of the reaction
q y q y 'e e ™e e q hadrons at LEP. The reaction is studied at s ,91 GeV with the L3 detector. One of the final state

electrons is detected at a large angle relative to the beam direction, leading to Q2 values between 40 GeV2 and 500 GeV2.
The other final state electron is either undetected or it is detected at a four-momentum transfer squared P 2 between 1 GeV2

and 8 GeV2. These measurements are compared with predictions of the Quark Parton Model and other QCD based models.
q 2000 Elsevier Science B.V. All rights reserved.

1. Introduction

Deep-inelastic electron scattering on a photon tar-
get is interesting because of its potential to test

Ž . w xpredictions of quantum chromodynamics QCD 1 .
In the Q2 domain of the present investigation, 40–
500 GeV 2, the photon structure function Fg is domi-2

nated by the pointlike contribution, which can be
calculated by perturbative QCD, and which rises
logarithmically with Q2. In addition, there is a non-

1 Supported by the German Bundesministerium fur Bildung,¨
Wissenschaft, Forschung und Technologie.

2 Supported by the Hungarian OTKA fund under contract num-
bers T019181, F023259 and T024011.

3 Also supported by the Hungarian OTKA fund under contract
numbers T22238 and T026178.

4 Supported also by the Comision Interministerial de Ciencia y´
Tecnologıa.´

5 Also supported by CONICET and Universidad Nacional de
La Plata, CC 67, 1900 La Plata, Argentina.

6 Also supported by Panjab University, Chandigarh-160014,
India.

7 Supported by the National Natural Science Foundation of
China.

8 Deceased.

perturbative hadronic contribution, which is usually
Ž . w xderived from a Vector Dominance VDM ansatz 2 .

The deep-inelastic scattering of electrons on a
photon target is studied by measuring the two-photon
reaction eqey

™eqeyq hadrons, tagged by the de-
tection of one of the final-state electrons9 at a large

Ž .four-momentum transfer q Fig. 1 . The other elec-1

tron usually escapes at a small scattering angle,
thereby ensuring that the target photon is nearly on

2 Ž .shell, q f0 single-tag eÕents . Sometimes it is2

detected at small angles, with a small four-momen-
Ž .tum transfer q double-tag eÕents . The two virtual2

photons, with virtuality Q2 'yq2 and P 2 'yq2,1 2

are referred to as the ‘‘probe’’ and ‘‘target’’ pho-
tons, respectively.

The differential cross section for the process
q y q y ) ) q y w xe e ™e e g g ™e e X is given in Ref. 3 .

After integration over the azimuthal angles of the
outgoing electrons, it depends on four independent
helicity cross sections s for virtual photon-photonab

collisions, where a,bsL,T indicate longitudinal and
transverse polarizations of the probe and target pho-

9 Electron stands for electron or positron throughout this paper.
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Fig. 1. Diagram of a two-photon interaction eq ey
™eq eyq

hadrons; q and q are the four-momentum vectors of the probe1 2
2(and target virtual photons, W s q q q is the two-photonŽ .gg 1 2

centre-of-mass energy. The electron from the lower vertex is
either undetected or observed at a small angle.

tons in the g )g ) centre-of-mass. In the double-tag
configuration investigated in this paper, s is neg-L L

Ž .ligible in the Quark Parton Model QPM , while in
the single-tag configuration s and s are bothT L L L

w xnegligible 3 .
2 ŽIntroducing the hadronic mass squared W s qgg 1

.2qq , the energy and polar angle of the first2

scattered electron E and u , and the energy oftag tag

the incoming electrons E , the Bjorken scalingbeam

variables x and y are given by:

Q2

xs ,2 2 2Q qP qWgg

E utag tag2ys1y cos . 1Ž .
E 2beam

Ž 2 .For a real photon target P s0 the differential
cross section of the deep-inelastic scattering reaction
eg™eq hadrons can be written as

ds 8pa 2

s Ebeam4dxdy Q

=
2 g 2 gE 1q 1yy F yy F , 2Ž . Ž .½ 5g 2 L

where E is the target photon energy andg

2Q
g 2 2 2F x ,Q s s x ,Q qs x ,QŽ . Ž . Ž .2 T T LT24p a

Q2
g 2 2and F x ,Q s s x ,Q . 3Ž .Ž . Ž .L LT24p a

By convention Fgra is measured, where a is the2

fine-structure constant. In order to obtain the eqey

cross section a convolution with the flux function of
the target photon is necessary. For the single-tag

g Ž .condition the F dependent term in Eq. 2 is lessL

than 5% in the QPM10. In the double-tag measure-
ment s cannot be neglected; consequently one canT L

only measure an effective structure function

Q2
gF s s qs qs qs . 4Ž . Ž .eff T T LT T L L L24p a

The photon structure function has been measured
at various Q2 values at the PETRA, PEP and TRIS-

w x w xTAN accelerators 4 and at LEP 5–8 . The structure
function for double tag was first measured by the

w xPLUTO collaboration 9 . Here we report on the
analysis of events with Q2 in the range 40–500 GeV 2

and P 2 either close to zero or in the range 1–8 GeV 2.
The data were collected by the L3 detector during

'the years 1991–1995 at s s89–92 GeV with a
total integrated luminosity of 120 pby1.

2. Kinematic fitting

A new feature in the present work is a fit to
two-photon kinematics imposed on each event. In-
puts to the fit are the measurements of the kinematic
variables of the hadrons and of the scattered elec-
trons, constrained to four-momentum conservation.
The single- and double-tag cases are treated differ-
ently.

In the single-tag case, the event plane is taken to
be the scattering plane, defined by the directions of
the tagged electron and the beam. In the double-tag
case, the event plane is defined by the direction of
the vector sum of the momenta of the tagged elec-
trons and by the beam direction. The components of
the momentum vectors in the event plane are la-
belled p and p , parallel and perpendicular to thez in

beam respectively; p is the component perpendic-out

ular to this plane. The positive z direction is defined
in the direction of the tagged electron. From the
energy and momenta of the hadronic system,
Ž h h. Ž q q.E , p , of the scattered positron, E , p , and of

10 2 Ž Ž .2 .For y-0.7 the factor y r 1q 1y y is on average of the
order of 0.2 and the QPM predicts FgrFg to be smaller thanL 2

w 2 Ž Ž .2 .x g g0.25. This leads to y r 1q 1y y F rF -0.05.L 2
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Ž y y.the scattered electron, E , p , three energy and
momentum constraints are defined:

C sEyqEqqEh y2 E q2 K ,1 beam rad

C spyqpqqph , C spy qpq qph . 5Ž .2 z z z 3 in in in

The term K describes the average energy carriedrad

away by unobserved initial state radiative photons
Ž .ISR . In the fit, the following expression is mini-
mized with respect to three components of the four-
momentum vector of the hadronic system:

3 3
2 y1 2x s V Dp Dp q W C . 6Ž .Ý Ýi , j i j k k

i , js1 ks1

Four energy and momentum differences are defined
as:

Dp sEh y Eh , Dp sph y ph ,Ý Ý1 l 2 z z , l
l l

Dp sph y ph , Dp sph y ph , 7Ž .Ý Ý3 in in , l 4 out out , l
l l

where the index l runs over all detected hadrons and
Eh, ph, ph are the fit quantities. The 3=3 errorz in

matrix, V, of the hadronic energy measurement is
calculated from the individual cluster energy and
momentum measurements by taking into account
errors in energy measurements and uncertainties in
the hadron directions. The constraints C are appliedk

with constant weight factors W . These weight fac-k

tors reflect the accuracy of the measurements on the
energies of the tagged electrons and the spread intro-
duced by radiative corrections. The distribution of
Dp is not used in the fit but to compare the4

hadronic energy resolution between data and Monte
Carlo.

In the single-tag case the unseen electron is as-
sumed to have zero scattering angle. As one of the
electron momenta is unknown, the constraints C1

and C are combined into:2

Eh qph E qpz tag z ,tag
C s yE qK q . 8Ž .12 beam rad2 2

Most two-photon Monte Carlo programs have no
provision for ISR. The value of K , estimated by arad

w xprogram of Berends, Daverveldt and Kleiss 10 , is
of the order of 1.0–1.5 GeV for a beam energy of
45.6 GeV. It increases logarithmically with the tag-
ging angle. In fits to the data such losses are taken
into account by using K s1.5 GeV for the large-rad

angle electron and K s1.0 GeV for the small-an-rad

gle electron in double-tag events.
Before the fit the mean values of Dp , withi

is1–3, are adjusted to zero by scaling the hadronic
energies and momenta. The scale factor accounts for
the average reduction in hadron energy from the loss
of particles. The hadron energy resolution is esti-
mated from the widths of the constraint distributions.
The scaling procedure improves the measurement of
the visible hadronic mass.

The kinematic fit, applied to each event, deter-
mines the fitted value of the hadronic invariant mass
and, for single-tag events, the energy of the unob-
served electron, E :mis

W 2 sEh2 yph2 yph2 ,gg ,fit in z

0.5 W 2 qQ2Ž .gg ,fit
E sE y . 9Ž .mis beam 2 E y E qpŽ .beam tag z ,tag

The correlation between the generated values of
W and x and their fitted values for single-tag qqgg

Ž .Fig. 2. a Correlation between the generated value of W and thegg

measured value after the kinematic fit. In all cases the JAMVG
Ž .Monte Carlo has been used. b Correlation between the generated

Ž .value of x and the measured value after the kinematic fit. c The
hadronic mass resolution before and after the fit for single-tag

Ž .events. d The hadronic mass resolution before and after the fit
for double-tag events.
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events is displayed in Fig. 2; their relation is approx-
imately linear. The kinematical fit improves the
hadronic mass resolution by about 12% in single-tag
events and by 30% in double-tag events. After the
kinematical fit, the one sigma mass resolution is
about 3.5 GeV for single-tag and 2.7 GeV for double-
tag events; the resolution in x is 0.13 for single-tag
and 0.10 for double-tag events. The resolution is
constant in x and Q2 in the ranges covered by the
experiment.

3. Event selection

A detailed description of the L3 detector and its
w xperformance is given in Ref. 11 . The analysis in

this paper is based on the central tracking system, the
high resolution electromagnetic calorimeters and the
hadron calorimeters. The electron scattered at high
Q2 is observed in the endcap electromagnetic
calorimeter at a polar angle u between 200 and 700
mrad with respect to the direction of one of the
beams. The other electron remains either undetected
or it is observed in one of the small-angle electro-
magnetic calorimeters in a fiducial region 29 mrad
FuF67 mrad. The hadronic energy and momentum
and the visible mass are derived from the energy
clusters in the electromagnetic and hadron calorime-
ters. Energy clusters in the small-angle calorimeters
are also included if their energy is less than 18 GeV.

The single-tag events are accepted by two inde-
w xpendent triggers, a charged particle track trigger 12

w xand a calorimetric energy trigger 13 . The average
efficiency of the combination of both triggers, de-
duced from the data, is 95"1%. It decreases to 85%
at the lowest accepted visible hadronic mass of
3 GeV. For the double-tag events the energy trigger
also accepts a small-angle electron in coincidence
with one charged particle. This yields a trigger effi-
ciency larger than 98% for double-tag events.

The selection of the process eqey
™eqeyq

hadrons has been guided by fully simulated event
samples from several gg Monte Carlo generators.

w xThe JAMVG 14 gg generator is based on an exact
calculation of the multiperipheral diagrams. The gg

™uu and gg™cc channels are generated separately
with m s0.325 GeV and m s1.6 GeV. The con-u c

tributions from d- and s-quarks are taken into ac-

count by a multiplicative factor 9r8 to the uu cross
w xsection. PHOJET 15 is an event generator, within

the Dual Parton Model framework. The photon is
considered as a superposition of a ‘‘bare photon’’
and virtual hadronic states. To separate soft from
hard processes, a transverse momentum cutoff at
2.5 GeV is applied to all the partons of the pointlike

w x w xinteractions 16 . TWOGAM 17 generates three
different gg processes separately: the QPM, soft
hadronic VDM and the QCD resolved photon contri-
bution with a transverse momentum cutoff at
2.5 GeV.

The dominant background processes are eqey
™

w x q y q yhadrons, simulated by JETSET 18 , e e ™t t

w x q y q y q ysimulated by KORALZ 19 and e e ™e e t t ,
simulated by JAMVG.

Single-tag hadronic events are selected as follows:

1. The scattered electron candidate is an electromag-
netic cluster with an energy greater than 30% of
the beam energy.

2. At least three tracks are seen in the central track-
ing system.

3. The visible hadronic mass W is greater thangg ,vis

3 GeV.
4. The hadronic transverse momentum component,

ph , is less than 5 GeV and ph Pptag -0, whereout in in

ptag stands for the momentum of the tagged elec-
tron.

5. The event rapidity, h, must be greater than 0.4,
see Fig. 3a; h is defined by

E qpŽ .Ý i z , i
i1

hs ln , 10Ž .2 E ypŽ .Ý i z , i
i

where i runs over the calorimetric clusters, in-
cluding that of the scattered electron. This re-
quirement suppresses the annihilation reaction,
where the total longitudinal momentum of the
event is close to zero. In the two-photon reaction
it can be of the order of 40 GeV because of the
momentum of the unobserved electron.

6. The x 2 probability in the kinematic fit is greater
than 10y5.

7. The momentum of the unobserved electron must
be greater than 26 GeV.
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Ž .Fig. 3. a The distribution of the event rapidity, h, for single-tag
Ž .events; the arrow indicates the cut at hs0.4. b The cosine of

the angle between the tagging electron and the thrust direction in
the gg centre-of-mass for single-tag events. The cut on cosuey thrust

is mass dependent, see the text. All selection cuts are fulfilled,
except the one on the plotted variable. The Monte Carlo distribu-
tions, JAMVG, PHOJET, TWOGAM and the background from
annihilation and two-photon t ypair production, are normalized
to the integrated luminosity of the data.

8. A thrust T and a thrust axis n are defined byˆ
maximising the linear sum of projected hadronic

w xcluster momenta along n 20ˆ

< h ,) <Max p P n̂Ý i
iTs . 11Ž .h ,)< <pÝ i

i

Here ph,) refers to the hadronic cluster momen-i

tum in the gg centre-of-mass. A variable cut is
applied on the maximum allowed value of the
cosine of the electron-thrust angle in the gg cen-
tre-of-mass if the hadronic mass is greater than
10 GeV; its value is 0.92, 0.80, 0.70, 0.60 for

masses smaller than 20, 30, 40, 50 GeV, respec-
tively. This cut discriminates against the annihila-

q ytion reaction, in particular it removes e e ™bb
events, where the b-quark decays semileptoni-
cally. In that case the electrons are emitted pre-
dominantly in the thrust direction, whereas no
such correlation is present in the two-photon reac-

Ž .tion see Fig. 3b .

Double-tag hadronic events are selected in a simi-
lar way to single-tag events. The small-angle scat-
tered electron candidate must have an energy greater
than 40% of the beam energy, and no cut is applied
to the event rapidity.

Table 1 shows the numbers of events selected in
the range 40 GeV 2 FQ2 F500 GeV 2 and 3 GeVF
W F50 GeV. The largest contamination in thegg ,fit

single-tag sample comes from two-photon t-pair pro-
duction. The influence of the annihilation back-
ground in single-tag events is checked by comparing
the data taken at the Z peak with the off-peak data
Ž .25% of the sample where it is about a factor three
smaller than on the peak. Within the limited accu-

Table1
Numbers of selected events and Monte Carlo predictions normal-
ized to the luminosity of the data.

Single tag events Double tag events
Data 496 43

Background
q y q y q ye e ™e e t t 24"6 -1
q ye e ™qq 12"7 -2
q y q ye e ™t t 4"2 -1

Data y Background 456"24 43"7

JAMVG

uu,dd,ss 233"2 15"1
cc 111"1 10"0

Total 344"2 25"1

PHOJET 346"2 48"1

TWOGAM
QPM 335"5 24"1
VDM 126"3 9"1
QCD 162"1 29"1

Total 624"6 62"2
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racy the off-peak sample is consistent with the total
selected sample.

4. Comparison of data with models

The data are compared to Monte Carlo expecta-
tions in Table 1 and in Figs. 4, 5 and 6. In Fig. 4
kinematic properties in the gg centre-of-mass of the
selected single-tag events are compared in shape to
Monte Carlo predictions. For this purpose the Monte
Carlo distributions are normalized to the same num-
ber of events as the data. In 4a the thrust exhibits a
wide distribution, which is adequately described by

Ž .JAMVG QPM and less well by the PHOJET and
Ž .TWOGAM models. In Figs. 4b and 4c for x-0.2

the distribution of the cosine of the polar angle of the
Ž .thrust direction with respect to the gg axis uthrust

shows forward peaking in good agreement with the
JAMVG simulation. A diffractive forward peak, pre-

Ž . Ž . Ž .Fig. 4. The distributions of a thrust, b cosu and c cosuthrust thrust

for events with x -0.2 in the gg centre-of-mass frame forfit

single-tag. The JAMVG, PHOJET and TWOGAM contributions
are summed with the background and scaled to have the same
number of simulated events as in the data.

Ž . Ž . Ž . 2 Ž .Fig. 5. The a x , b y , c Q , d W , distributions forfit fit gg ,fit

single-tag events. The data are compared to the JAMVG, PHOJET
and TWOGAM models. The predictions include the estimated
background distributions. The Monte Carlo distributions are nor-
malized to the integrated luminosity of the data.

dicted by PHOJET and TWOGAM, is not observed
in the data.

It should be noted that the compatibility of the
QPM angular distributions with the data does not
exclude the contribution from QCD processes, such
as photon-gluon fusion and gq™gq which have

w xsimilar angular distributions 21 , but indicates a low
contribution of VDM and diffractive processes.

Figs. 5a–d show the distributions of x , y , Q2
fit fit

and W , together with Monte Carlo backgroundgg ,fit

estimations, for the selected single-tag events, in
comparison with Monte Carlo predictions normalised
to the data luminosity. Although the number of
events expected by JAMVG is too small, the Q2

distribution follows the predicted shape. The hadronic
mass W presents an excess of data over JAMVGgg ,fit

predictions at masses above 20 GeV. The x distri-fit

bution is limited by the maximum mass observed,
W f50 GeV, and by the minimum mass ofgg ,fit

W s3 GeV and by the restricted Q2 range fromgg ,fit

40 GeV 2 to 500 GeV 2. The data agree with the
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Ž . Ž . Ž . 2 Ž . 2Fig. 6. The a x , b y , c Q , d P distributions forfit fit

double-tag events. The data are compared to the JAMVG, PHO-
JET and TWOGAM predictions. Backgrounds are estimated to be
negligible. The Monte Carlo distributions are normalized to the
integrated luminosity of the data.

prediction of JAMVG for x )0.5. For lower xfit fit

values the QPM alone is insufficient to reproduce the
data. The excess of events over the JAMVG predic-
tion at x -0.2 and y )0.3 is compatible withfit fit

the existence of a QCD contribution in the measured
Q2 range. TWOGAM predicts too many events at all
x values. PHOJET agrees with the data at low x ,fit fit

but not at high x because this program suppressesfit

also the QPM diagram with the cutoff on the quark
Ž .transverse momentum p )2.5 GeV . Also the cct

production is suppressed in PHOJET, whereas the
JAMVG program predicts a substantial charm contri-
bution in both single- and double-tag events.

The double-tag events have a negligible back-
ground from Z-decay and t-pairs. Figs. 6a–d show
the distributions for x , y , Q2 and P 2, togetherfit fit

with the Monte Carlo expectations. Also here the
QPM model implemented in JAMVG predicts too
few events, but the kinematic distributions, such as
the thrust, the thrust angular distributions and the pt

distribution of the energy clusters, are well repro-
duced. PHOJET and TWOGAM expectations exceed

the data at low x values, thus indicating that thefit

QCD contributions are overestimated.

5. Photon structure functions

5.1. Single tag

The JAMVG generator reproduces the shape of
the kinematic distributions. Therefore it provides the
basis for calculating the acceptance and it can be
used to unfold the x distributions to distributions infit

true values of x. After subtraction of background,
the single-tag data are divided in five x bins, andfit

w xunfolded into x bins with the SVD method 22 . The
unfolding procedure is considered to be satisfactory
if the x distribution, calculated from the unfoldedfit

result, reproduces the measured x distributionfit

within its statistical errors. The acceptance has a
maximum of about 60% at xs0.4 and minima of
about 40% at both ends of the x interval.

The value of Fgra is obtained by comparing the2

experimental x distribution to the generated one.
The ratios, given in Table 2, are applied to the QPM

g Ž .analytical expression for F x ra , obtained from2

the s and s formulæ, given in Appendix E ofT T LT
w x ² :Ref. 3 , calculated for every x value at the aver-

age Q2 of the data distribution, Q2 s120 GeV 2,
and at P 2 s0. The QPM estimates that the structure
function, calculated at the the mean value of the
target photon virtuality P 2 s0.014 GeV 2, is only 0.2
% smaller than the value expected for a real photon,
this effect is therefore neglected. The result is shown
in Fig. 7 and in Table 2. The correlation between the
statistical errors, introduced by the unfolding proce-
dure, is small. The correlation matrix is also given in
Table 2.

Estimates of systematic uncertainties from various
sources on each data point are summarized in Table
3, averaged over the entire x and Q2 range. The
misidentification of hadrons as tagged electrons is
small due to the requirement of a substantial tag
energy; the corresponding uncertainty on the tag
selection is estimated by comparing the results of the
different generators. The model dependence in the
acceptance calculation and in the selection efficiency
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Table 2
Fgra as a function of x for real photons at Q2 s120 GeV2, from single-tag events.2

x range 0.05–0.2 0.2–0.4 0.4–0.6 0.6–0.8 0.8–0.98
² :x 0.13 0.30 0.50 0.70 0.89

Ratio to QPM 2.26"0.27 1.56"0.16 1.03"0.16 0.95"0.15 1.18"0.25

gŽ .F x ra 0.66"0.08 0.81"0.08 0.76"0.12 0.85"0.14 0.91"0.192

Systematic uncertainty 0.06 0.08 0.07 0.08 0.09

Correlation 1 0.18 y0.19 y0.02 0.02
matrix 1 0.03 y0.18 0.00

1 0.09 y0.21
1 0.04

1

as function of x is also evaluated from the Montefit

Carlo generators. The average spread of 4.6% is

Ž . gFig. 7. a The structure function F ra for real photons at2

Q2 s120 GeV2 compared with the QPM calculation and the
Ž .QCD calculations GRV, AGF and LRSN described in the text. b

Dependence on Q2 of Fgra averaged over xs0.05y0.98 for2

single-tag data, compared with the QPM indicated by a full line
and with the LRSN calculation described in the text. The errors
are statistical and systematic added in quadrature.

included in the systematic uncertainty. JAMVG in-
cludes only the multiperipheral two-photon diagram.
The contributions from the bremsstrahlung, annihila-
tion and conversion diagrams missing in JAMVG
have been estimated for the single-tag configuration

w xwith the program DIAG36 23 . They are small, and
consistent with zero with a 2.4% uncertainty. The
systematic uncertainties in the event selection as
defined in Section 3 have been estimated by varying
the cut parameters. An estimate of the effect of
radiative corrections on the cross section has been

w xmade by Laenen and Schuler 24 . In the region of
interest they find a reduction of the cross section of
the order of 2.6y3.8%. The average is taken to be
the systematic uncertainty. No radiative correction is
applied to the data. The annihilation background has
been estimated by varying the cut on the variable h,

Table3
g Ž 2 .Systematic relative uncertainties on F x ,Q ra and2

g Ž 2 2 .F x,Q , P ra .eff

Source of systematic Single Double
uncertainty tag tag

Monte Carlo statistics 1.7% 5.8%
Tag selection 1.0% 1.4%
Hadron acceptance 4.6% 4.6%
Triggering 1.0% 1.0%
Event selection 3.0% 1.6%
Radiative corrections 3.2% 3.2%
Modelling of background 4.4% 4.7%
Unfolding 5.3% 8.1%

Total 9.6% 12.6%
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Table 4
Q2 dependence of Fgra for real photons for various x intervals. In the last row the structure function value is given for the total sample of2

single-tag events.
2 g g g² : ² : ² : ² :Q F ra F ra F ra2 2 2

2Ž .GeV xs0.05–0.98 xs0.3–0.8 xs0.1–0.6

60 0.73"0.11"0.07 0.66"0.09"0.06 0.63"0.06"0.06
90 0.89"0.13"0.09 0.79"0.14"0.08 0.92"0.14"0.09

125 0.85"0.11"0.09 0.88"0.12"0.08 0.86"0.14"0.08
225 1.01"0.25"0.10 1.18"0.22"0.11 0.91"0.30"0.09

120 0.83"0.06"0.08 0.78"0.06"0.08 0.71"0.05"0.07

shown in Fig. 3a. By unfolding the data with differ-
ent generators and by using a bin-by-bin correction a
mean spread per bin of 5.3% is observed and it is
assigned to the systematic uncertainty. The total
systematic uncertainty is estimated to be 9.6%, al-
most independent of x.

g Ž . 2The resulting values of F x ra at Q s1202

GeV 2 can be compared with various calculations. In
Fig. 7a a comparison is shown with the QPM predic-

w x w xtions 3 , with the QCD models GRV 25 and AGF
w x Ž .26 and with the LRSN next-to-leading order NLO

w xQCD calculations 27 . As already observed by com-
paring the x distribution of data with Monte Carlo,fit

at high x the data are well described by the QPM,
but QCD contributions are necessary for x-0.5.
The existing QCD models predict similar values, but
all are below the experimental data at low x.

g Ž . ² :The value of F x ra at x s0.13 can be2

compared to our measurements at lower values of
2 w x 2Q 7 . The lnQ evolution obtained there extrapo-

g Ž .lates to a value F ra s 0.63 " 0.13 stat. "2

Ž . 2 20.13 sys. at Q s120 GeV , in agreement with the
measured value. Fig. 7b and Table 4 show the
Q2-dependence of Fgra for the data, the QPM2

w xmodel 3 and the LRSN QCD calculation after
integration over the range xs0.05–0.98. The data
are higher than the model predictions. The QPM
prediction depends on the assumed values of the
quark masses. If the quark masses are reduced by
20%, the average value of Fgra increases by about2

5%. The Q2 evolution is compatible with a lnQ2

w xrise. For comparison with current other data 4–8 ,
the results in the ranges xs0.3–0.8 and xs0.1–0.6

² g :are given in Table 4. We also give there F ra at2

Q2 s120 GeV 2, averaged over the Q2 range of the
experiment.

5.2. Double tag

The procedure to derive the effective structure
g Ž . 2 2function F x at average values Q s120 GeVeff

and P 2 s3.7 GeV 2 is the same as that for single-tag

Table 5
Fg ra as function of x for virtual photons at P 2 s3.7 GeV2, Q2 s120 GeV2, from double-tag events.eff

x range 0.05–0.2 0.2–0.4 0.4–0.6 0.6–0.8 0.8–0.98
² :x 0.13 0.3 0.5 0.7 0.89

Ratio to QPM 1.85"0.70 1.63"0.56 1.19"0.57 1.89"0.76 3.01"1.33

g Ž .F x ra 0.42"0.16 0.71"0.24 0.72"0.34 1.27"0.51 1.48"0.66eff

Systematic uncertainty 0.05 0.09 0.09 0.16 0.19

Correlation 1 y0.02 y0.08 0.01 0.01
matrix 1 0.09 y0.12 y0.04

1 0.12 0.13
1 0.50

1
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g Ž .data. The resulting values of F x ra are given ineff

Table 5. The total systematic uncertainty is of the
same order as that of the single-tag case; the selec-
tion is simpler and backgrounds are negligible, but
the Monte Carlo and unfolding errors are larger. The
total error is dominated by the statistical error.

In Fig. 8a the data on Fg ra are compared witheff
w xthe QPM and the GRS QCD model 28 . The data

are higher than the QPM prediction, but still compat-
ible with it within the combined statistical and sys-
tematic uncertainties. The sensitivity of the QPM
prediction to the c-quark mass, and at values of x
larger than 0.9 to the u-quark mass, is similar to that
for the single-tag case. At lower values of x the
sensitivity to the value of the u-quark mass is negli-
gible. A reduction of QCD effects has been predicted

Ž . g 2 2Fig. 8. a F ra for virtual photons at Q s120 GeV andeff

P 2 s3.7 GeV 2, compared with the QPM calculation and the
QCD calculation described in the text. The QCD calculation
considers only transverse photons; therefore it is not really compa-

Ž . 2 grable with the double-tag data. b Dependence on P of F raeff

averaged over xs0.05y0.98 for single-tag and double-tag data
at Q2 s120 GeV2, compared with the QPM prediction, indicated
as a full line. The errors are statistical and systematic added in
quadrature.

Table6
P 2 dependence of Fg ra for virtual photons at Q2 s120 GeV2.eff

In the last row the structure function value is given for the total
sample of double-tag events.

2 g² : ² :P F raeff
2Ž .GeV xs0.05–0.98

0 0.83"0.06"0.08
2.0 0.87"0.25"0.11
3.9 1.00"0.32"0.13
6.4 1.02"0.70"0.13

3.7 0.94"0.19"0.12

w xby Uematsu and Walsh 29 , as the virtuality of the
target photon limits gluon emission. In the present

2 2 2data their condition Q 4P 4L is fulfilled, asMS
2 2 2 2 2Q s120 GeV , P s3.7 GeV and L f0.04MS

GeV 2. The GRS calculation pertains to the structure
functions of transverse photons only, neglecting
completely the longitudinal photon cross section; it
is therefore impossible to draw a conclusion on the
QCD behaviour by comparing this calculation to the
data.

Fig. 8b and Table 6 show the P 2-dependence of
Fg ra averaged over the available x-range. Theeff

average value at P 2 s3.7 GeV 2 is also listed in the
Table . The data are above QPM expectations, but
compatible within the combined statistical and sys-
tematic uncertainties.

6. Conclusions

Two photon events eqey
™eqeyhadrons have

been studied in the high Q2 range 40 GeV 2 FQ2 F
2 2' Ž500 GeV at s , 91 GeV in single-tag P f

2 . Ž 2 2 2 .0 GeV and double-tag 1 GeV FP F8 GeV
mode.

The event shape distributions are well described
by underlying point-like interactions gg™ qq
Ž . Ž .QPM , gg™qq, gq™gq QCD , whereas there is
no evidence of a strong contribution of VDM and
diffractive components. The QPM diagram alone is
insufficient to describe the observed x distribution; a
QCD contribution at low values of x improves the
agreement with the data.

g Ž .The structure function F x of real photons2

shows an excess at low-x over QPM and over sev-
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eral QCD calculations. The observed Q2 evolution is
compatible with the ln Q2 dependence measured

w x 2previously 7 at lower Q values.
An effective structure function is measured with

double-tag events. The value is higher than predicted
by the QPM, but still compatible within the com-
bined statistical and systematic uncertainties.
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